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A computer class is a set of computers in a particular price range with unique or similar programming environments (e.g. Linux, Windows, Java) that support a variety of applications that communicate with people and/or other systems. A new computer class forms roughly each decade establishing a new industry. A class may be the consequence and combination of a new platform with a new programming environment, a new network, and new interface with people and/or other information processing systems.

Bell's Law accounts for the formation, evolution, and death of computer classes beginning with the invention of the computer and the computer industry in the first generation, vacuum tube computers (1950-1960), second generation, transistor computers (1958-1970), through the invention and evolutions of the third generation TTL and ECL bipolar Integrated Circuits (19651985), and the fourth generation bipolar, MOS and CMOS ICs enabling the microprocessor, (1971-2010) characterized by Moore’s Law. Moore's Law (Moore) (Moore 1965, revised in 1975 ) is an observation about integrated circuit semiconductor process improvements since the first chips:

$$
\text { Transistors per chip }=2(\mathrm{t}-1959) \text { for } 1959 \leq \mathrm{t} \leq 1975 ; 2^{16} \times 2^{(\mathrm{t}-1975) / 1.5} \text { for } \mathrm{t} \geq 1975
$$

The evolutionary characteristics of disks, networks, display, and other user interface technologies will not be discussed. However for classes to form and evolve, all technologies need to evolve in scale, size, and performance, though at comparable, but their own rates! The mainframe, followed by minimal computers, smaller mainframes, supercomputers, and minicomputers established themselves as classes in the first and second generations and evolved with the $3^{\text {rd }}$ generation integrated circuits c1965-1990. With the $4^{\text {th }}$ generation, marked by the single processor-on-a-chip, evolving large scale integrated circuits (1971-2010) CMOS became the single class determinant technology. By 2010, scalable CMOS microprocessors combined into powerful, multiple processor clusters of up to a million
independent computing streams are certain to evolve. Beginning in the mid 1980s, scalable systems have eliminated and replaced the previously established, more slowly evolving classes that used interconnected bipolar and ECL ICs. Simultaneously smaller, CMOS system-on-a-chip computer evolution has enabled low cost, small form factor or cell phone sized devices; PDA, cell phone, personal audio (and video) device (PAD), GPS and camera convergence into a single platform has become the worldwide personal computer, c2010. Dust sized chips enable the creation of ubiquitous, radio networked, implantable, sensing platforms to be part of everything and everybody as a wireless sensor network class.

## Bell's Law

A computer class is a set of computers in a particular price range defined by: a programming environment e.g. Linux, Windows, Java to support a variety of applications; a network; and user interface for communication with other information processing systems including people and other information processing systems. A class establishes a horizontally structured industry composed of hardware components through operating systems, languages, application programs and unique content e.g. databases, games, pictures, songs, video that serves a market through various distribution channels.

The universal nature of stored program computers is such that a computer may be programmed to replicate function from another class. Hence, over time, one class may subsume or kill off another class. Computers are generally created for one or more basic information processing functions- storage, computation, communication, or control (see Figure1) Taxonomy. Market demand for a class and among all classes is fairly elastic. In 2010, the number of units sold in classes vary from 10 s, for computers costing around $\$ 100$ million to billions for small form factor devices e.g. cell phones selling for under $\$ 100$. Costs decline by increasing volume through manufacturing learning curves (i.e. doubling the total number of units produced result in cost reduction of 10-15\%). Finally, computing resources including processing, memory, and network are fungible and can be traded off at various levels of a computing hierarchy e.g. data can be held personally or provided globally and held on the web.

The class creation, evolution, and dissolution process can be seen in the three design styles and price trajectories and one resulting performance trajectory that threatens higher priced classes: an established class tends to be re-implemented to maintain its price, providing increasing performance; minis or minimal cost computer designs are created by using the technology improvements to create smaller computers used in more special ways; supercomputer design, i.e. the largest computers at a given time, come into existence by competing and "pushing technology to the limit" to meet the unending demand for capability; and the inherent increases in performance at every class, including just constant price, threaten and often subsume higher priced classes.

All of the classes taken together that form the computer and communications industry shown in Figure 2, behave as follows:

1. Computers are born i.e. classes come into existence through intense, competitive, entrepreneurial action over a period of 2-3 years to occupy a price range, through the confluence of new hardware, programming environments, networks, interfaces, applications, and distribution channels. During the formation period, 10s to 100s of companies compete to establish a market position. After this formative and rapid growth period, 2 or 3 , or a dozen primary companies remain as a class reaches maturity depending on the class volume.
2. A computer class, determined by a unique price range evolves in functionality and gradually expanding price range of 10 maintains a stable market. This is followed by a similar lower priced sub-class that expands the range another factor of 5 to 10 . Evolution is similar to Newton's First Law (i.e. bodies maintain their motion and direction unless acted on externally). For example, the "mainframe" class was established in the early 1950s using vacuum tube technology by Univac and IBM and functionally bifurcated into commercial and scientific applications. Constant price evolution follows directly from Moore's Law whereby a given collection of chips provide more transistors and hence more performance.

A lower entry price, similar characteristics sub-class often follows to increase the class's price range by another factor of 5 to 10 , attracting more usage and extending the market. For example, smaller "mainframes" existed within 5 years after the first larger computers as sub-classes.
3. Semiconductor density and packaging inherently enable performance increase to support a trajectory of increasing price and function
3.1 Moore's Law single chip evolution, or microprocessor computer evolution after 1971 enabled new, higher performing and more expensive classes. The initial introduction of the microprocessor at a substantially lower cost accounted for formation of the initial microcomputer that was programmed to be a calculator. This was followed by more powerful, more expensive classes forming including the home computer, personal computer, workstation, the shared microcomputer, and eventually every higher class.
3.2 The supercomputer class c1960 was established as the highest performance computer of the day-Since the mid-1990s supercomputers are formed by combining the largest number of high performance computers to form a single, clustered computer system in a single facility. In 2010 over a million processors will likely constitute a cluster. Geographically coupled computers including GRID computing e.g. SETI@home are outside the scope.
4. Approximately every decade a new computer class forms as a new "minimal" computer either through using fewer components or use of a small fractional part of the state-of-the-art chips. For example, the 100 fold increase in component density per decade enables smaller chips, disks, screens, etc. at the same functionality of the previous decade especially since powerful microprocessor cores e.g. the ARM use only a few <50,000 transistors versus over a billion for the largest Itanium derivatives.

Minimal computers design. Building the smallest possible computer accounts for the creation of computers that were used by one person at a time and were forerunners of the workstation e.g. Bendix G-15 and LGP 30 in 1955. Digital Equipment's PDP-1 (1961),
followed by its more "minimal" PDP-5 \& 8 established the minicomputer class that were predominately designed for embedded applications.

System-on-a-Chip (SOCs) use a fraction of a chip for the microprocessor(s) portion or "cores" to create classes and are the basis of fixed function devices and appliances beginning in the mid 1990s. These include cameras, cell phones, PDAs, PAD (personal audio \& video devices) and their convergence into a single cell phone sized device (CPSD) or small form factor (SFF) package. This accounts for the PC's rapidly evolving microprocessor's ability to directly subsume the 1980's workstation class by 1990.
5. Computer classes die or are overtaken by lower priced, more rapidly evolving general purpose computers as the less expensive alternatives operating alone, combined into multiple shared memory micro-processors, and multiple computer clusters. Lower priced platforms result in more use and substantially higher volume manufacture thereby decreasing cost while simultaneously increasing performance more rapidly than higher priced classes.
5.1 Computers can be combined to form a single, shared memory computer. A "multi" or multiple CMOS microprocessor, shared memory computer displaced bipolar minicomputers c1990 and mainframes c1995, and formed a component for supercomputers.
5.2 Scalable, multiple computers can be networked into arbitrary large computer to form "clusters "that replace custom ECL and CMOS vector supercomputers beginning mid 1990s simply because arbitrarily large computers can be created. Clusters of multiprocessors were called constellations; clusters using low latency and proprietary networks are MPPs (massively parallel processors).
5.3 Generality ALWAYS Wins! A computers created for a particular, specialized function e.g. word processing, interpreting a language, used for a particular application is almost certain to be taken over by a faster evolving, general purpose computer. The computer's universality property allows any computer to take on the function of another, given sufficient memory and interfaces.
5.4 Small form factor devices subsume a personal computing functionality as they take on the communications functions of the PC (e.g. email and web browsing), given sufficient memory and interfaces. Small form factor devices or television sets or kiosks accessing supercomputers with large stores, subsume personal computing functionality. The large central stores retain personal information, photos, music, and video.

The paper will describe how these characteristics of the classes account for the birth, growth, diminution, and demise of various parts of the computers and communications industry.

## Overview of the birth and death of the computer classes 1951-2010

Figure 1 is a computer function taxonomy based: first on buyers/users and second, by application. The information processing elements i.e. application functions are: memory or storage for record keeping that was the province of IBM and other card tabulation equipment makers prior to the computer's invention; computation or calculation characterizing science and engineering use; networking and communication that provide the interconnection infrastructure; control of other systems (e.g. process control); and interface with humans and other information processing entities. The taxonomy is divided first into personal and nonpersonal or invisible and shared, institutional infrastructure systems that would be operated within or for a company, government or institution as a service. This dichotomy of personal versus shared; invisible versus institutional determines characteristics of price and scale, programming environment, user interface, and network. Function though critical, will be neglected.

The named classes and their price range c2010 is given in Figure 3. In 198x David Nelson, founder of Apollo. and I (Nelson, Bell 19xx) posited that the price of a computer was roughly $\$ 200$ per pound. Figure 4 gives the introduction price and date of the first or defining computer of a class. Table 1 gives the defining constituent technologies, operating systems, languages, networks, and interfaces of the various classes.

The discussion will use the aspects of Bell's Law described above and follow a timeline of the class formations beginning with the establishment of the first computer classes (mainframe,
supercomputer, shared personal professional computers or workstations, and minicomputers) using vacuum tubes, transistors, and bipolar integrated circuits that continue through the mid 1990s. The MOS microprocessor introduced in 1971 ultimately overtook bipolar by 1990 to establish a single line based on CMOS technology. The section is followed by the three direct and indirect effects of Moore's Law to determine classes:

1 Microprocessor transistor/chip evolution c1971-1985 establish: calculators, home computers, personal computers and workstations, and lower (than minicomputer) priced computers.

2 "Minimal" designs establish new classes c1990 that use a "fraction" of the Moore number. Microsystems evolution using fractional Moore's Law sized SOCs enable small, lower performing, minimal personal computer and communication systems including PDAs, cameras, cell phones, personal audio/video devices.

3 Rapidly evolving microprocessors using CMOS and a simpler RISC architecture appear as the "killer micro" c1985 to have the same performance as supercomputers, mainframes, mini-supercomputers, super-minicomputers, and minicomputers built from slowly evolving, low density, custom ECL and bipolar integrated circuits. ECL survived in supercomputers the longest because of its speed and ability to drive the long transmission lines, inherent in large systems. In the end, CMOS density and faster system clock overtook ECL as shown in Figure 5.

The "killer micro" enabled by fast floating point arithmetic, first subsumed the workstation followed by the minicomputer especially when combined to form the "multi" or multiple microprocessor shared memory computer c1985. "Multis" became the component for scalable clusters when interconnected by high speed, low latency networks. Clusters allow arbitrarily large computers that are limited only by customer budgets. Thus scalability allows every computer structure from a few thousand dollars to several hundred million dollars to be arranged into clusters built from the same components.

In the same fashion that killer micros subsumed all the computer classes by combining, it can be speculated that much higher volume, hundreds of millions, of small form factor devices, may evolve more rapidly to subsume a large fraction of personal computing. Finally tens of billions of dust sized, embeddable wirelessly connected platforms that connect everything are likely to be the largest class of all enabling the state of everything to be sensed, effected, and communicated with.

## The Past: How we got here

## The Beginning (1951-1990): mainframe, supercomputer, shared personal workstation, and minicomputer classes

By 1970, vacuum tube (50s), transistor (60s), and small scale integrated circuit (late 60s) technologies enabled the establishment of four classes of computers that continued almost without change until the 80s:

1. Mainframes for commercial, record keeping, etc. and mainframes for Scientific and Engineering Computation were the very first computers; a sub-class of smaller computers formed that were used in the same fashion.
2. Minimal design, small, shared computers that were used directly as personal workstations
3. Minimal computers for process and machine control, communication, and embedded apps
4. Supercomputers constructed at the limits of circuit, interconnect, and architectural complexity utilizing clock speed and parallelism

Eckert and Mauchly, operating as the UNIVAC division of Remington Rand delivered the UNIVAC 1 as the earliest commercial computer in 1951, roughly concurrent with the British LEO (Lyons Electronic Office) computer, and followed two years later by the IBM 701 (1953) for scientific applications. These first computers with delay line and electrostatic (Williams Tube) memories of only a few thousand words were priced at $\$ 1$ million or more ( $\$ 8.5$ million in 2007 dollars) to establish the mainframe class. By 1955, IBM had introduced both scientific $(701,704)$ and commercial $(702,705)$ computers that were differentiated by their ability to deal with floating point data of high precision versus the predominately alphanumeric and decimal arithmetic operations typifying data processing. From the graph, the mainframe increased to $\$ 4$ million and continued to maintain the price range. A set of smaller computers were introduced in the price $\$ 0.1$ - 1 million range e.g. IBM 1401 and 650 for departmental and smaller organization use. These could be classified as subclass of mainframes or super-minicomputers. During the mainframe's formation, eight US and five? European companies competed to establish the class. The US Group was known as Snow White and the Seven Dwarfs or BUNCH (Burroughs, Univac now Unisys, NCR, CDC, Honeywell)+ GE \& RCA. With IBM's introduction of System 360
on April 7, 1964, the dominant architecture was established and will doubtlessly remain to run legacy applications "forever" - given the trillions of dollars of software and data that this ecosystem hosts.

Small or minimal computers priced between $\$ 60,000$ to $\$ 120,000$ that a person signed up for and used directly for calculation or personal computing at work were introduced beginning in the mid 1950s (Bendix G-15, Librascope LGP-30), as well as the transistorized IBM 1620 that dominated the class. In 1961, the DEC PDP-1 was applied to telegraph line message switching as a prelude to computer networking, peripheral computers for mainframes (like the 1401 or CDC 160S), and were used as prototypes for timesharing system.

The PDP-8, introduced in 1965 at a price of $\$ 18 \mathrm{~K}$ is the first "minicomputer". It was minimal, designed as both the smallest computer that could be built and as a component to be used for controlling other devices e.g. process control, lab instruments, terminal concentrators. On occasion it was used as a workstation on a personal basis with an operating system that was a pre-cursor to DOS. The PDP-8 had a dozen implementations following a minimal cost trajectory with single chip versions beginning in 1975 to both define and increase its marketability including its use as a dedicated word processor to the early 1980s. During the minicomputer class formation period, 92 companies formed to establish the minicomputer class with only IBM and HP remaining by 2000 to make computers in this class albeit with substantially changed architectures. Including DEC VAX in this class, the price range increased to cover a range of $\$ 10,000$ to $\$ 1,000,000$ servers and covering the entire potential application space of the day. The most expensive VAXen, and VAX clusters competed with IBM smaller System/360 class and sub-mainframes.

The reliable and fast transistor circuitry c1960 enabled a substantially larger number of components to be integrated into a unified system, limited mostly by the maximum feasible selling price, architectural complexity, and interconnection density. Early on, vying for the title of world's fastest computer, were the Manchester Atlas I and the IBM 7030 ("Stretch"), both introduced in 1961. Five years later, the CDC 6600 supercomputer was introduced as the culmination of several years of effort by a small team led by Seymour Cray. It used about 500,000 densely packaged silicon transistors and stunned the world with its performance-
easily an order of magnitude faster than any computer shipping at the time or even being contemplated. "Cray sytle" computers based on parallelism functional units, followed by vector processors continued relatively unchallenged for 30 years. In the mid-90s, things had changed somewhat architecturally but bipolar technology still reigned. The fastest machines were shared memory, vector processors using small scale ECL ICs. Successful challengers at Fujitsu and NEC uses the "Cray" formula to build even faster machines with the NEC Earth Simulator holding the title from 2002-2005.

## Sidebar - Why computer classes evolve at constant price, increasing performance

Once a computer class forms, several factors determine the price of the "next" evolutionary model. Building the next model in 3-5 years with chips that have 4 to 6 times more transistors is the natural predicted progression of Moore's Law.

Increases in processing power and memory size are essential for the new data-types such as music, photos, and data-bases. The number of pixels per camera evolve about as rapidly as Moore's Law, requiring more memory and speed to handle the images with constant response. Similarly, disk memories have to evolve rapidly to store the higher resolution photos, higher quality videos, etc.

Nathan's Law, also attributed to Bill Gates, explains software's increasing demand for resources:

1. Software is a gas. It expands to fill the container it is in.
2. Software grows until it becomes limited by Moore's Law.
3. Software growth makes Moore's Law possible through the demand it creates; and
4. Software is only limited by human ambition and expectation.
"Marketing" nominally fueled by user feedback for more functionality, forms the critical link in support of Nathan's Law that minimalist refer to as featuritis, bloat, etc. enabling upgrades to support periodic obsolescence.

We might expect to buy a new computer in three years at $1 / 4$ the price of today's computer using chips that are $1 / 4$ the size of an earlier model perhaps from the same manufacturer. Why not?

New microprocessors sell at the same or even a price premium because they have $4 x$ the transistors, faster clock speed and deliver more performance. For example, Intel and AMD are not inclined to build microprocessors with less transistors and lower cost because they don't see such a market - and as such do not participate in establishing the new, lower price classes. Also, a computer is made of other parts e.g. metal and power supplies that may increase in price and act to hold the system price constant with only system manufacturing learning curves left to decrease price.

The "numbers" support a next generation product of constant price and increasing performance, not one of decreasing prices and constant performance. Assume the total cost of ownership is at least $3 x$ the computer's sales price, and for a computer of performance $=4$.

$$
\text { performance/total cost }=4 / 4
$$

Assume a new, constant price, double performance computer performs at $4 \times 2$ or 8 , then Performance/total cost $=8 / 4$ or 2 . Contrast this with a constant performance computer of 4, whose price is just $3 / 4$, giving a total cost of 3.75

$$
\text { Performance/Total cost }=4 / 3.75 \text { or } 1.07
$$

The final and most important incentive to hold price constant and provide more capability is to retain a user's substantial investment in legacy applications and data that have been created together with the implied user and organizational learning. The value of data is most likely to be 10-100 times the hardware cost. A user retains an old computer unless it is unreliable, or there is a substantial increase in functionality - as long as the new model accepts legacy apps and data. The cost to switch to another computer, even with the same capability is so high that the incentive must result in a significant benefit as the above numbers show.

Finally, most goods e.g. cars, construction material, energy, and food not subject to CMOS integration, increase in price with inflation (Table 2). However, computers have defied inflation -- the 1984, 9" monochrome 128 Kbyte, single floppy, integrated \$2495, Apple Macintosh costs $\$ 1500$; in 2007 , the same, as a 13 " color portable with 1 GB memory and 80 GB disk.

TABLE 2. CONSUMER PRICE INDEX SHOWING BUYING POWER SINCE THE INTRODUCTION OF COMPUTERS IN 1951 VERSUS \$1 IN 2007.

| 1950 | 1960 | 1970 | 1980 | 1990 | 2000 | 2007 |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- |
| 8.5 | 6.9 | 5.3 | 2.5 | 1.6 | 1.2 | 1 |

## Evolving Microprocessors Have Been the Force for New Classes

Figure 6 shows the microprocessors derived directly from the growth of transistors/chip beginning in 1971. It shows the trajectory of microprocessors from a 4-bit data path through, 8-, 16-, 32-, and 64-bit data paths and address sizes. The figure shows a second path - the establishment of "minimal" computers that use less than 50 thousand transistors for the processor, leaving the remainder of the chip for memory and other functions e.g. radio, sensors, analog I/O enabling the complete SOC. Increased performance, not shown in the figure, is a third aspect of Moore's Law that allows the "killer micro" formation to subsume all the other, high performance classes that used more slowly evolving bipolar TTL and ECL ICs (Figure 5). The final section will discuss the challenge of having a single chip with billions of computing elements (functional units, processors, computers, wireless links and other I/O).

Microprocessor Evolution c1971-1985: Personal Computing (calculators, home computers, personal computers, workstations, and game console platforms)

Calculators, home computers, personal computers, and workstations were established as classes as the processor on a chip evolved to have more transistors with wide data paths and large address spaces as shown in Figure 6.

In 1971, Intel's 4004 with 4 bit data path and ability to address 4KB was developed and programmed to be the Busicom Calculator; instead of developing a special chip as had been customary to implement calculators, a program was written for the 4004 for it to "behave" as or "emulate" a calculator. The 4004 with a 4 bit data path was not suited for storing text and larger numbers other than in a serial fashion, although it was used for numerous applications and to spawn an "embedded computer" market just as the minicomputer had done a decade earlier.

In 1972, Intel introduced the 8008 microprocessor coming from the Datapoint terminal requirement, with 8 bit data path and ability to access 16 KB that allowed R2E's Micral computer (France) and Scelbi to build limited, programmable computers followed by more
powerful 8080-based systems that M.I.T.S. used to introduce its "Atltair" personal computer kit in 1975. The more powerful and upward compatible Zilog Z80 was useful in helping to establish a personal computing platform. However in 1977, the 16-bit 6502 microprocessor and highercapacity memory chips enabled personal computers for use in the home or classroom built by Apple, Commodore and Radio Shack-computers that sold in the tens of millions because people bought them to use at home versus corporate buyers. By 1979, the VisiCalc spreadsheet ran on the Apple II establishing it as a "killer app" for personal computers in a work environment. Thus the trajectory went from a 4-bit data path and limited address space to a 16-bit data path with the ability to access 64 KB of memory. This also demonstrates the importance of physical address as an architectural limit. In the paper on DEC's VAX (Bell, Strecker 1975), we described the importance of address size on architecture: "There is only one mistake that can be made in a computer design that is difficult to recover from - not providing enough address bits for memory addressing and memory management..." ${ }^{1}$ The 8086/8088 of the first IBM PCs had a 20-bit, or 1 MB address space, the operating system using the remaining $384 K B$.

Concurrent with the introduction of the IBM PC, professional workstations were being created that used the Motorola 68000 CPU with its 32-bit data and address paths (4GB of maximum possible memory). Apple Computer used the Motorola " 68 K " in its Lisa and Macintosh machines. IBM's decision to use the Intel architecture with limited addressing, undoubtedly had the effect of impeding the personal computer by a decade as the industry waited for Intel to evolve architecture to support a larger address and virtual memory space. Hundreds of companies started up to build Personal Computers ("PC-clones") based on the IBM PC reference design c1981. Dozens of companies also started to build workstations based on a 68 K CPU running the UNIX operating system. This was the era of "JAWS" (Just Another WorkStation) to describe efforts at Apollo, HP, IBM, SGI, SUN and others based on 32-bit versus 16-bit microprocessors and including specialized systems for Word Processing (Wang, Xerox), Market Analysis (Metaphor), CAD (Intergraph, Daisy, Valid), and high-level programming (Lisp

[^0]Machines and Symbolics). Virtually all of these "workstations" were eliminated by simple economics as the Personal Computer--based on massive economies of scale and commoditization of both the operating system and all constituent hardware elements) evolved to have sufficient power and pixels.
"Minimal" CMOS Microsystems on a chip c1990 establish new classes using smaller, less expensive, chips In 2007, many systems are composed of microprocessor components or "cores" with less than 50,000 transistors per microprocessor core at a time when the leading edge microprocessors chips have a billion or more transistors of Figure 6 . Such cores using lower cost, less than the state-of-the-art chips and highly-effective, rapid design tools allow new, minimal classes to emerge allow new, minimal classes to form. PDAs, cameras, cell phones, and personal audio \& video devices have all been established using this "minimal" computer design style based on small "cores". In 1990, the Advanced RISC Machine (ARM) formed from a collaboration between Acorn and Apple as the basis for embedded systems that are used as computing platforms and achieve two billion units per year in 2006. Other higher volume microsystem platforms using 4-, 8-...64-bit architectures including MIPS exist as core architectures for building such systems as part of the very large "embedded" market.

## Rapidly evolving "Killer CMOS Micros" c1985 overtake Bipolar ICs to eliminate established classes

In the early 1980s, the phrase "killer micro" was introduced by the technical computing community as they saw how the more rapidly evolving CMOS micro would overtake bipolar based minis, mainframes, and supers if they could be harnessed to operate as a single system and operate on a single program or workload.

In the Innovator's Dilemma, Christensen describes the death aspect basis of Bell's Law by contrasting two kinds of technologies. Sustaining technology provides increasing performance enabling improved products at the same price as previous models using slowly evolving technology; disruptive, rapidly evolving technology provides lower priced, products that are non-competitive with higher priced sustaining class to create a unique market space. Over time, the performance of lesser performing, faster evolving products eventually overtake the established, slowly evolving classes served by sustaining technology.

From the mid 1980s till 2000, over 40 companies were established and wiped out attempting to exploit the rapidly evolving CMOS microprocessors by interconnecting them in various ways. Only Cray, HP, IBM, SGI and SUN remain in 2007 to exploit massive parallelism through running a single program on a large number of computing nodes.

Let's look at two potentially disruptive technologies, establishing new classes:
The OLPC (One Laptop Per Child) project of Nicholas Negroponte aimed at a $\$ 100$ PC (costing about $\$ 200$ in 2007) is quite likely disruptive as a "minimal" PC platform that relies on the internet for storage of programs and data. Cost reduction is achieved by substituting 500 MB of flash memory for disk, reduced screen size, small main memory, and built in mesh networking to reduce infrastructure cost. An expected selling price of \$225 @\$175 cost that is half the price of the least expensive PCs in 2007, is characteristic of a new sub-class. OLPC will be an interesting development since Microsoft's Vista requires almost an order of magnitude more system resources.

The evolving small form factor devices such as cell phones are likely to have the greatest impact on personal computing, effectively creating a class. For perhaps most of the 4 billion non-PC users, it becomes their personal computer and communicator, wallet... map, etc. since the most common and often only use is of personal computers is for email and web browsing - both stateless applications.

## Future Possibilities

## The challenge of constant price, 10-100 billion transistors per chip, for general purpose computing

The future is not at all clear how such large, leading edge chips will be used in general purpose computers. The resilient and creative supercomputing and large scale service center communities will exploit the largest multi-core, multi-threaded chips. There seems to be no upper bound these systems can utilize! However, without high volume manufacturing, the virtuous cycle is stopped -- in order to get the cost and benefit for clusters, a high volume personal computer market must drive demand to reduce cost. In 2007, the degree of
parallelism for personal computing in current desktop systems such as Linux and Vista is nil either reflecting the impossibility of the task or the inadequacy of our creativity.

Several approaches for very large transistor count i.e. 10 billion transistor chips could be:

1. system with primary memory on a chip for reduced substantially lower priced systems and greater demands
2. graphics processing, currently handled by specialized chips is perhaps the only welldefined application that is clearly able to exploit or absorb unlimited parallelism in a scalable fashion for the most expensive PCs e.g. gaming, graphical design
3. multi-core and multi-threaded processor evolution for large systems
4. FPGAs that are programmed using inherently parallel hardware design languages like parallel C or Verilog that could provide universality that we have never before seen, and
5. inter-connected computers that treated as software objects.

Independent of how the chips are programmed, the biggest question is whether the high volume personal computer market can exploit anything other than the first path. If we apply the Carver Mead 11 year rule - the time from discovery and demonstration till use. Perhaps a the introduction of a few transactional memory systems have started the clock using a programming methodology that claims to be more easily understood. A simpler methodology that can yield reliable designs by more programmers is essential in order to utilize these multiprocessor chips.

## Will Small Form Factor Devices Impact Personal Computing?

Users are likely to switch classes when the performance and functionality of a lesser priced class is able to satisfy their needs and still increase functionality. Since the majority of PC use is for communication and web access, evolving a small form factor device as a single communicator for voice, email, and web access is quite natural. Two things will happen to accelerate the development of the class: people who have never used or are without PCs will use the smaller, simpler devices and avoid the PC's complexity; and existing PC users will adopt them for simplicity, mobility, and functionality e.g. wallet for cash, GPS, single device. We clearly see these small personal devices with annual volumes of several hundred million units becoming the single universal device evolving from the phone, PDA, camera, personal
audio/video device, web browser, GPS and map, wallet, personal identification, and surrogate memory.

With every TV, becoming a computer display, a coupled SFF becomes the personal computer for the remaining applications requiring large screens. Cable companies will also provide access via this channel as TV is delivered digitally.

## Ubiquitous wireless. WiFi, cellular services, and wireless sensor nets

Unwiring the connection around the computer and peripherals, TV set, etc. by high speed radio links is useful but the app is unwiring, and not platform creation. Near Field Communication (NFC) using RF or magnetic coupling offers a new interface that can be used to communicate a person's identity that could form a new class for wallets and identity. However, most likely the communication channel and biometric technology taken together just increase the functionality of small devices.

## Wireless Sensor Nets: New platform, network, and applications

Ubiquity: combining the platform, wireless network and interface into one to integrate with other systems by sensing and effecting is clearly a new class that has been forming since 2002 with a number of new companies that are offering - "un wiring", and hence reduced cost for existing apps e.g. process, building, home automation and control. Standards surrounding the 802.15.4 link that competes in the existing unlicensed RF bands with 802.11xyz, Bluetooth, and phone are being established.

New applications will be needed for wireless sensor nets to become a true class versus just unwiring the world. If, for example, these chips become part of everything that needs to communicate in the whole IT hierarchy, a class will be established. They carry out three functions when part of a fixed environment or a moving object: sense/effect; recording of the state of a person or object (things such as scales, appliances, switches, thermometers and thermostats) including its location and physical characteristics; and communication to the WiFi or other special infrastructure network for reporting. RFID is part of this potentially very large class of trillions. Just as "billions of clients needed millions of servers" a trillion dust wireless sensing devices will be coupled to a billion other computers.

## Summary

Bell's Law explains the history of the computing industry based on the properties of computer classes and their determinants. The paper posits a general theory for the creation, evolution, and death of various priced-based computer classes that have come about through circuit and semiconductor technology evolution from 1951. The exponential transistor density increases forecast by Moore's Law $(1965,1975)$ being the principle basis for the rise, dominance, and death of computer classes after the 1971 microprocessor introduction. Classes evolve along three paths: constant price and increasing performance of an established class; supercomputers - a race to build the largest computer of the day; and novel, lower priced "minimal computers". A class can be subsumed by a more rapidly evolving, powerful, less expensive class given an interface and functionality. In 2010, the powerful microprocessor will be the basis for nearly all classes from personal computers and servers costing a few thousand dollars to scalable servers costing a few hundred million dollars. Coming rapidly are billions of cell phones for personal computing and the tens of billions of wireless sensor nets to unwire and interconnect everything. In 1951, a man could walk inside a computer and by 2010 a computer cluster has expanded to building size. More importantly, computers are beginning to "walk" inside of us.


FIGURE 1. TAXONOMY OF COMPUTER FUNCTIONS (APPLICATIONS) TAXONOMY DIVIDED INTO PERSONAL AND NON-PERSONAL, I.E. INSTITUTIONAL INFRASTRUCTURE COMPUTERS THAT CARRY OUT CALCULATION, RECORD KEEPING AND TRANSACTION PROCESSING, NETWORKING AND PERSONAL COMMUNICATION (E.G. WORD PROCESSING, EMAIL, WEB), CONTROL, PERSONAL HEALTH, AND ENTERTAINMENT FUNCTIONS. NOTE THE CONVERGENCES: PERSONAL MEDIA DEVICE, PDA, CAMERA, CELL PHONE BECOME THE SMART PHONE; ENTERTAINMENT DEVICES OF TV, MEDIA CENTERS \& SERVERS,


FIGURE 2. EVOLVING COMPUTER CLASSES BASED ON TECHNOLOGY AND DESIGN STYLES: 1. CONSTANT PRICE, INCREASING PERFORMANCE; 2. SUB-CLASS, LOWER PRICE AND PERFORMANCE TO EXTEND RANGE; 3. SUPERCOMPUTER - LARGEST COMPUTERS THAT CAN BE BUILT THAT EXTEND PERFORMANCE; AND 4. NEW, MINIMAL, ORDER OF MAGNITUDE LOWE PRICED CLASS FORMATIONS EVERY DECADE


FIGURE 3. COMPUTER CLASSES AND THEIR PRICE RANGE 2005

| Class \& Lifetime | Hardware Platform <br> (logic, memories) | User Interface \& control, Operating | Network infrastructure | Use |
| :---: | :---: | :---: | :---: | :---: |
| Mainframes: Commercial \& Science. Industry Formation 1951 | Inventing "the computer", vacuum tube to transistor, core, drum \& mag tape to disk, card, paper tape. | System, Languages <br> direct user control evolving to batch operating systems ( $\mathrm{O} / \mathrm{S}$ ) 1960: COBOL \& FORTRAN | computer s operated as independent stand-alone entities | Accounting \& Records, Scientific Calculations |
| Small, shared, personal computers for work (1956- | Drum; |  |  |  |
| Interactive timesharing replaces Batch (1965) | IBM RJE, DEC PDP-10 | glass teletype \& glass keypunch, command language control | POTS using modem, and proprietary nets using WAN | Service centers; |
| Minicomputers 1965-90; <br> Super-minicomputers <br> (1980-1990) | integrated circuit (IC), <br> disk, minicomputer; multiprogramming |  |  | Real time for process control \& lab; network switch, departmental timeshared "mainframe" |
| Supercomputers 1965-1995 The largest scientific computer. | Transistor discrete to ECL small scale ICs | FORTRAN | Batch and remote batch from terminals and card equipment | Science \& engineering; design, simulation |
| Mini-Supercomputers | Cray-ettes. CMOS implementation of Cray vector multiprocesso | FORTRAN |  |  |
| Scalables: MPPs, Clusters, and Constellations |  |  |  |  |
| Calculators, Home Personal Computers based on $1^{\text {st }}$ microprocessor: 1971-1975 | Microprocessor |  | Stand-alone use |  |
| PCs, Workstations, and LANs (1981) | microprocessor PCs \& workstations, floppy, small disk, dist'd O/S | WIMP (windows, icons, mouse, pull-down menus) | WAN, LAN |  |
| World-Wide Web. Access via PCs and Workstations (1994) | Evolutionary PCs and workstations, servers everywhere, Web O/S | Browser | fiber optics backbone, www, http |  |
| Convergence: Cell Phone, Personal Digital Assistant (PDA), Digital A/V Player (DAP), Camera ...SmartPhone. |  |  |  |  |
| Web Computers: Network-, Tele-, TV- computers (1998) | client software from server using JAVA, Active X, etc. | telephone, simple videophone, television access to the web | xSDL for POTS or cable access for hi speed data; 3 separate networks |  |
| SNAP: Scalable Network \& Platforms (1998) | PC uni- or multi-processor commodity platform | server provisioning | SAN (System Area Network) for clusters | All computers |
| Convergence: Ubiquitous IP: phone, TV, data, \& videophone (2010) | Video capable devices of all types; | video as a primary datatype | Single high speed network access; Home Net |  |
| Wireless Sensor Nets (2005) Connecting all "things" |  |  |  |  |
| Embedding of speech $\boldsymbol{\&}$ vision functions (2020) | \$1-10 of chip area for: books, pictures, papers, that identify themselves |  | Body Net, Home Net, other nets |  |
| Body Net: vision, hearing, monitoring, control, comm., location (2015) | artificial retina, cochlea, glasses for display, | implanted sensors and effectors for virtually every part of a body | Body Network, gateway to local IR or radio nets everywhere |  |
| I's Law of Compute | lasses Draft 0.98 | 21 | 7/7/2007 |  |



FIGURE 4. INTRODUCTION PRICE VERSUS DATE OF THE FIRST OR EARLY PLATFORMS TO ESTABLISH A COMPUTER CLASS OR LOWER PRICED SUB-CLASS ORGINATING FROM THE SAME COMPANY OR INDUSTRY




Notes:
Circuit Technologies

| ECL | $=$ | emitter coupled logic (bipolar semiconductor) |
| :--- | :--- | :--- |
| TTL | $=$ | transistor-transistor logic (bipolar semiconductor) |
| CMOS | $=$ | complementary metal oxide semiconductor (field effect) |

Computer Architectures
CISC $=$ complex (or complete) instructor-set computer
RISC $=$ reduced instruction-set computer

FIGURE 5. FASTER EVOLVING CMOS MICROPROCESSORS ARE ABLE TO OVERTAKE AND ELIMINATE SLOWLY EVOLVING TTL AND ECL BIPOLAR INTEGRATED CIRCUIT BASED COMPUTER CLASSES INCLUDING MINICOMPUTERS, SUPERMINICOMPUTERS, MINI-SUPERCOMPUTERS, MAINFRAMES, AND SUPERCOMPUTERS.


FIGURE 6. MOORE'S LAW THAT PROVIDES MORE TRANSISTORS PER CHIP, HAS RESULTED IN CREATING THE FOLLOWING COMPUTER CLASSES: CALCULTAORS, HOME COMPUTERS, PERSONAL COMPUTERS, WORKSTATIONS, "MULTIS" TO OVERTAKE MINICOMPUTERS, AND CLUSTERS USING MULTIPLE CORE, MULTI-THREADING TO OVETAKE MAINFRAMES AND SUPERCOMPUTERS.
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